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% pip install redis
Collecting redis

Downloading redis-5.8.8-py3-none-any.whl (255 kB)

| I | 255 < 1.7 MB/s

Collecting .

Downloading - E] A, -any.whl (5.7 kB)
Installing colle (a 5 timeowt, redis
Successtully installed async-timeout-4.8.3 redis-5.0.8
WARNING: You are using pip wersion 21.2.4; however, versiom 24.2 is available.
You should consider upgrading via the 'C:‘sers\RosilieYOneDrive\DesktopiLEARNING DIANGD PROJECTS\JAurtomstingComm
onTasks\emAScripts\python.exe -m pip install --upgrade pip' command.

) "
(emv)

2. You installed CELERY.
$ pip install celery

3. Run this to create a Celery WOrker:

windows:

$ celery -A autocommont asks_mai n worker --1loglevel=info --pool =sol o
nacos:

$ celery -A autocommont asks_mai n worker --1oglevel =info

This results to this with an error:



{envy
TNGWE4 C:/Users/Rosilie/AppData/Local/Programs/Microsoft WS Code
$ celery -A autocommontasks_main worker --loglevel-info --pool=solo
[2024-88-13 15:52:83,052: WARNING/MainProcess] No hostname was supplied. Reverting to default ‘localhost’

-- celery@DELL v5.4.8 (opalescent)

---- Windows-10-10.8.22631-SP@ 2024-88-13 15:52:03

[config]

> app: autocommontasks_main:@x278ef7c2a60

transport:  amgp://guest:**glocalhost:5672//

results: disabled://

concurrency: 8 (solo)

task events: OFF (enable -E to monitor tasks in this worker)

>
>
>
»

-- [queues]
.» celery exchange=celery(direct) key-celery

[tasks]
. autocommontasks main.celery.debug task
[2e24-88-13 15:52:03,097: WARNING/MainProcess] C:\Users\Rosilie\AppData\Local\Programs\Python\Python39\lib\site-packages\celery\worker\consumer\consumer.py:588: CPendingDeprecationkarning: The broker_coni
_retry configuration setting will no longer determine
whether broker connection retries are made during startup in Celery 6.8 and above.
If you wish to retain the existing behavior for retrying connections on startup,
you should set broker_connection_retry_on startup to True.
warnings .warn(

[2024-88-13 15:52:85,136: ERROR/MainProcess] consumer: Cannot connect to amgp://guest:**§127.8.8.1:5672//: [WinError 18061] connection could be made because the target machine actively refused it.
Trying again in 2.8@ seconds... (1/108)

[2024-88-13 15:52:09,168: ERROR/MainProcess] consumer: Cannot connect to amgp://guest:**§127.8.8.1:5672//: [WinError 10061] connection could be made because the target machine actively refused it.
Trying again in 4.8@ seconds... (2/1@@)

[2824-88-13 15:52:15,252: ERROR/MainProcess] consumer: Cannot connect to amgp://guest:**§127.8.0.1:5672//: [WinError 10061] connection could be made because target machine actively refused it.
Trying again in 6.8@ seconds... (3/100)

[2824-@8-13 15:52:23,339: ERROR/MainProcess] consumer: connect to amgp://guest:**@127.8.8.1:5672//: [WinError 10061] connection could be made because the target machine actively refused it.
Trying again in 8.80 seconds... (4/108)

[2624-@8-13 15:52:33,452: ERROR/MainProcess] consumer: Cannot connect to amgp://guest:**@l127.8.8.1:5672//: [WinError 10061] connection could be made because the target machine actively refused it.

Trring anain in 10 00 carnnde (E/100)

4. To correct this, we have to update our SETTINGS.PY

=

EXPLORER settings.py M X

~ AUTOMATINGCOMMONTASKS autocommontasks_main > settings.py > ...

~ a

> e MESSAGE_TAGS = {
_init_py - messages.ERROR: "danger”,
asgl.py 5@: "critical”,

settings.py

urls.py
views.py

wsgipy CELERY_BROKER_URL = 'redis://localhost:6379'
~ dataentry 141
p

“ management), commands
>

In the bash terminal, press CTRL + C to terminate the process and try again. Your celery should be ready.




EXPLORER settingspy M X

v AUTOMATINGCOMMONTASKS autocommontasks_main > setf
B . ocommontsdes m.
> MESSAGE_TAGS = {

_init_py I messages.ERROR: "danger",
CELE 50: “"critical”,
settings.py
urlspy
views.py
wsgipy

v dataentry

TERMINAL

worker: Hitting Ctrl+C again will terminate all running tasks!

> worker: Warm shutdown (MainProcess)
(o),
~ management| commands
& INGHG4 C:/Users/Rosilie/AppData/Local/Programs/Microsoft Vs Code
> $ celery -A autocommontasks_main worker --loglevel=info --pool=solo
exportdata.py
greeting.py - celeryGDELL v5.4.0 (opalescent)

helloworld.py \indows-10-18.0.22631-5P@ 2024-08-13 16:40:57
importdata.py
insertdata.py [config]
f— * > app: autocommontasks_main:@x2194ef152b0
9 _> transport: redis://localhost:6379//
> results:  disabled://
adminpy w .> concurrency: 8 (solo)
appspy _> task events: OFF (enable -E to monitor tasks in this worker)
modelspy

_init_py

[queues]
tests.py -> celery exchange=celery(direct) key-celery
urls.py
utils.py

[tasks]
views.py

. autocommontasks_main. celery.debug task

[2024-08-13 16:40:57,245: WARNING/MainProcess] C:\Users\Rosilie\AppData\Local\Programs\Python\Python39\1lib\site-packages\celery\worker\consumer\consumer.py:568: CPendingDeprecationkiarning:
The broker_connection_retry configuration setting will no longer determine

uhether broker connection retries are made during startup in Celery 6.6 and above.
TF you wish to retain the existing behavior for retrying connections on startup,
> Carins you should set broker_connection_retry_on_startup to True.
> uploads [2024-88-13 16:49:57,255: INFO/MainProcess] Connected to redis://localhost:6379//
[2024-08-13 16:40:57,255: WARNING/MainProcess] C:\Users\Rosilie\AppData\Local\Programs\Python\Python39\1lib\site-packages\celery\worker\consumer\consumer. py:508: CPendingDeprecationiarning:
s The broker_connection retry configuration setting will no longer determine
B exported Customer data 2, Whether broker. conneckion retries are nade during startup in Celery 6.8 and above.
> ~dala 2 1 you wish to retain the existing behavior for retrying comnections on startup,

you should set broker_connection_retry on_startup to True.
B exported students_data_20.. ___warnings.uarn(

manage.py

gitignore

B exported_Student_data_202...

57,258: INFO/MainProcess] mingle: searching for neighbors
3 ourme 58,287: INFO/MainProcess] mingle: all alane

> TIMELINE

EXPLORER A ——

@ v AUTOMATINGCOMMONTASKS autocommontasks_main > urls.py > [ urlpatterns

2. Add a URL to urlpatterns: path('blog/', include('blog.urls')

unn

init__,|
;gé;w django.contrib import admin

c / django.urls import path, include
jiﬁfpy . import views
iews.py django.conf.urls.static import static
wsgipy django.conf import settings

~ dataentry

¢ urlpatterns = [

~ management’ commands - c . . \
: 24 | path("admin/"', admin.site.urls),

exportdata.py path("'"', views.home, name='home'),
greeting.py

helloworld.py path("', include('dataentry.urls'))

;2
importdata.py

_ path('celery-test/',views.celery test),
insertdata.py

> migrations ] + static(settings.MEDIA_URL, document_root=settings.MEDIA_ROOT)
_init_py
admin.py

django server and att the url in our browser: htt p: //127.0.0 8000/ cel ery-test/




v @ Couse:Automat: X @ ChatGPT X | @ InstallRedisOn\ X | @ Personal Digita

EXPLORER urlspy

€« G @ httpy//127.00.1:8000/celery-test/ o ~ AUTOMATINGCOMMONTASKS

diango.shortcuts import render
django.http import HttpResponse

omn b
Function executed successfully. ' "

return render(request, 'home.html")

v management) commands est(request):

turn HttpResponse('<h3>Function executed successfully.</h3>")

h

importc

TERMINAL

[ celery
] A new release of pip is available: 24.1.2 ->
] To update, run:

neDrive/Desktop/LEARNING DIANGO PROJECTS/AutomatingCommonTasks

runserver
nges with StatReloader

no issues (8 silenced).

m django.shortcuts import render
m django.http import HttpResponse

home(request):
return render(request, 'h .html')

t(request):

time.sleep(10)
~eturn HttpResponse('<h3>Function executed successfully.</h3>")

insertdata.

migrations

So, when you reload your page, in the background, it will load 10 seconds (Sleep)

.
hd @ Course: Automat: X @ ChatGPT ® D Install Redis On X @ Personal Digita X Q RosyCodes/Djan: X =
<« X @ httpy//127.0.0.1:8000/celery-test/ E}

Function executed successfully.

7. We want to pass then the SLEEP(10) TASK to celery, so that our project or user can do or see other things while Celery is working on something else. To do
this, in the DATAENTRY folder, create a new file, TASKS.PY and update as



& £ AutomatingCommonTasks

EXPLORER Tasks.py X

@ wr AUTOMATINCOORMRONTASKS dataentry > @ tasks.py > ..

tasks_m.

from autocommontasks_main.celery import app

_init_.py
asgi.py

settings.py
urls.py
VIEWS.pY
wsgi.py i
o time.sleep(10)
return 'Task executed successfully.’
? management
» migrations
__init__py
admin.py
apps-py
modals ny
tasks.py
tests.py
urls.py
utils.py l EBUG CONSOLE ~ TERMINAL
views.py
[2624-88-13 17:19:13,983: INFO/MainProcess] Connected to redis://localhost:6379// redis Microsoft
[2624-88-13 17:19:13,984: WARNING/MainProcess] C:\Users\Rosilie\AppData\Local\Programs\Python\Python39\lib
H \site-packages\celery\worker\consumer\consumer.py:588: CPendingDeprecationWarning: The broker_connection r
5 etry configuration setting will no longer determine
whether broker connection retries are made during startup in Celery 6.© and above.
> templates If you wish to retain the existing behavior for retrying connections on startup,

> uploads you should set broker_connection_retry_on_startup to True.
warnings.warn(

-] celery Microsoft VS

.gitignore

[2624-88-13 17:19:13,987: INFO/MainProcess] mingle: searching for neighbors
B exported_Customer_data_2... [2624-88-13 17:19:15,0805: INFO/MainProcess] mingle: all alone
B exported_Student_data_202... [2624-88-13 17:19:15,828: INFO/MainProcess] celery@DELL ready.
| £024-08-14 1/:19:29,2/27 INFU/MAlnProcess| 1ask 0aTaentry.Tasks.Celery Test Task|4eaacuds-vbde-A13/-924u-
B exported_students_data_20... 3cbesF25cc3l] received
manage.py [2624-88-13 17:19:39,285: INFO/MainProcess] Task dataentry.tasks.celery test task[4eaac948-96de-4f37-9249-
3cb65f25cc31] succeeded in 10.01600008000326s: ‘Task executed successfully.®

1]

8. To test all this, LOAD your URL htt p://127. 0. 0. 1: 8000/ cel ery-test/ again, click on your CELERY TERMINAL, and it should RECEIVE and
DISPLAY the message 'TASK EXECUTED SUCCESSFULLY' while we wee our webpage with H3 tag showing the message right away.

=

EXPLORER views.py aut tasks_main M X tasks.py
C @ hup: 0 0 @ ~ AUTOMATINGOOMMONTASKS autocommeontasks main > # views.py >
va mmontasks_m. from django.shortcuts import render

% from_diangn_httn_imnort HttnResnonse
_init_py = : N

nction executed successfully.

from dataentry.tasks import celery_test_task

bl | def home(request):
Wsgipy

o return render(request, 'home.html')

> management

> migrations
_init_py
admin.py
appspy
models.py celery_test_task.delay()

tasks.py

def celery_test(request):

testspy
urls.py
utils.py
views.py

return HttpResponse('<h3>Function executed successfully.</h3>")

> templates
> uploads PROBLEMS  OUTPUT SOLE  TERMINAL
.gitignore

attenpted on something that is not a socket.
B exported_Customer_data 2. TNGW64 C:/Users/Rosilie/AppData/Local/Prograns/Microsoft VS Code ) celery
B exported_Student_data_202. -ano | findstr :6379
26

LISTENING 30012
B exported students_data_20..

LISTENING 30012
manage.py 3 ESTABLISHED 30012
ESTABLISHED 30012
ESTABLISHED 16768
ESTABLISHED 16768

TNGWG4 C:/Users/Rosilie/AppData/Local/Prograns/Microsoft VS Code
$ redis-cli ping
PONG

> ouTuNE (emv)

> TIMELINE

INGE4 C:/Users/Rosilie/AppData/Local/Programs/Microsoft VS Code

IMPORTANT REMINDER:

So, when you run your django project with celery and redis, THERE SHOULD BE 3 BASH TERMINALS AND YOU NEED TO NAME THEM APPROPRIATELY:




1. DJANGO-SERVER- this is where you will run your python server to run your Django project:

$ python nmanage. py runserver

MII 4 ~fOneDrive/ Jesktop/LEARNING DIANGC PROJECTS/AutomatingCommonTasks [ redis v
$ python manage.py runserver [ celery Mic
Watching tor file changes with StatReloader ’
Performing system checks. ..

System check identified no issues (@ silenced).

YT, TR | HATIA A7-44-CC

Django version 4.2.4, using settings 'autocommontasks_main.settings®
Starting development server at http://127.0.8.1:8000/

Quit the server with CTRL-BREAK.

"GET /celery-test/ HTT
)] "GET /celery-test/ HTTP/1.1" 2088 4@

2. REDIS - this is where you run your REDIS-SERVER. Every time you start this, it will create a new process of REDIS, so you can simply kill it or ignore it. As
long as when you PING your REDIS SERVER, it returns a PONG message, then you are fine. You have multiple processes (TCP) here because you have
started your REDIS-SERVER multiple times.

$ redis-server
$ netstat -ano | findstr :6379 (thisis to see what process is listening to the port 6379 (Redis)

$ redis-cli ping (Run this before you run the REDIS-SERVER so you wont have several TCPs)

TERMINAL 5 AZUR

[26852] 13 Aug 17:16:42.613 # Could not create server TCP listening socket : bind: An operation was
attempted on something that is not a socket. 2] re

(env) [>] celery -.
[26@52] 13 Aug 17:16:42 bind: An operation was — S

bind: An operation was
attempted on something that is not a socket.

i

_: /Users/Rosilie/AppData/Local/Programs/Microscft VS Code
$ netstat -ano | findstr :6379
LISTENING
LISTENING
ESTABLISHED
ESTABLISHED
ESTABLISHED
ESTABLISHED

Users/Rosilie/AppData/Local/Programs/Microsoft VS Code

$ redis-cli pir:lg
PONG
(env)

$ ]

4 C:fUsers/RosiliefAppData/Local/Programs/Microsoft VS Code

3. CELERY:- this is where you will run this code whenever you need to launch a new task or when you reload your Django page. Meaning, you have to launch this
command again if you have made new changes to your CELERY TASKS like changing 10 seconds to 5 seconds to see the effect.

*autocommontasks_main - this is your Django Project Name

$ celery -A autocommont asks_mai n wor ker --1ogl evel =i nfo --pool =sol o



@ + AUTOMATINGCOMMONTASKS

& dia
B redis
b cetery

CPendingDepr G ~_connec
=
> templates : WARNING/ £\ i \ a \site-packages\: -py:588: (PendingDeprecationWarning: The

CPendingDeprecationarning: The

orkericonsumer g CPendingDeprecationkarning: The brol

artup in Cele
ing connect:

> OUTLINE
> TIMELINE
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